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ABSTRACT

Policy as Code (PaC) is an emerging DevOps practice that enables
teams to specify organisational and technical policies, such as reg-
ulatory compliance, security requirements, and resource limits,
through machine-enforceable declarative code. As PaC gains promi-
nence, practitioners face difficulties in adopting PaC while there
remains a limited empirical understanding of how these policies
are introduced, what types can be expressed, and how they are
maintained in practice.

This paper aims to address this gap through an empirical study
of PaC based on 10,560 PaC files from 499 open-source repositories
spanning nine PaC tools. We find that PaC is introduced throughout
all phases of repository lifecycles, often co-occurring with IaC tools
such as Kubernetes or Terraform, with most repositories adopt-
ing one of five policy enforcement strategies. Our taxonomy of 12
policy categories reveals that while most policies govern infras-
tructures and security requirements, they can also express broader
constraints related to software development, intellectual property,
and expenses. We observe that PaC files are maintained through
infrequent yet often substantial changes. Most changes concern
refactoring, yet when policy behaviour does change, policies tend
to become stricter rather than more lenient.

These findings motivate and support wider and earlier adoption
of PaC tools. To this end, the taxonomy of policy categories can
serve as a reference to practitioners to identify use cases for PaC in
their projects. Meanwhile, our catalogue of enforcement strategies,
co-occurring IaC tools, and PaC tool coverage of the taxonomy can
inform practitioners when deciding which PaC tool to adopt and
how to integrate it in their projects. Finally, our findings motivate
future research to automate PaC file generation and maintenance.
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1 INTRODUCTION

Today’s software systems need to comply with numerous rules and
regulations imposed by government organisations, such as the Gen-
eral Data Protection Regulation (GDPR), the Cyber Resilience Act
(CRA), and the NIS2 directive of the European Union, or executive
orders 14028 and 14144 of the United States. Non-compliance can
lead to substantial penalties. For instance, NIS2 promises to fine
organisations up to 2% of global annual revenue!.

To meet these demands, organisations implement policies, which
are sets of rules ensuring systems operate within certain bound-
aries [62]. Policies may require that data is stored within the EU to
comply with GDPR, mandate the use of multifactor authentication
to comply with NIS2, or disallow the use of untrusted third-party
software to protect software supply chain integrity. Organisations
may also adopt policies that achieve goals beyond regulatory com-
pliance, such as limiting the financial costs of cloud instances?.

Naturally, adherence to policies must be enforced for them to
be effective. However, accelerated software release cycles realised
through DevOps and Continuous Delivery practices necessitate
a shift towards automating operational tasks through dedicated
tooling. Infrastructure as Code (IaC) tools, for instance, have trans-
formed deploying a cloud infrastructure from a laborious manual
process into an automated routine [41]. Following in the footsteps

!https://nis2directive.eu/nis2-fines/
Zhttps://www.finops.org/framework/capabilities/policy- governance/


https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://nis2directive.eu/nis2-fines/
https://www.finops.org/framework/capabilities/policy-governance/

MSR °26, April 13-14, 2026, Rio de Janeiro, BRatién Opdebeeck, Mahmoud Alfadel, Akond Rahman, Yutaro Kashiwa, Joao F. Ferreira, Raula Gaikovina Kula, and Coen De Roover

of IaC, Policy as Code (PaC) [62] has emerged as a practice to auto-
matically enforce policies through executable code artefacts called
PaC files. PaC rose to prominence in the early 2020s through “Open
Policy Agent” (OPA), a general-purpose PaC tool introduced in
2016 and accepted as a graduated Cloud Native Computing Founda-
tion (CNCF) project? in 2021. Domain-specific tools have emerged
since then, such as Kyverno and Sentinel, which enforce policies in
Kubernetes and Terraform deployments, respectively.

PaC supports shift-left security by implementing Security as Code
and Compliance as Code through codified security and compliance
checks, respectively [62]. A recent survey reports that out of 285
respondents, 94% agree that PaC is “vital for preventative security
and compliance at scale”, and 91% found PaC to increase produc-
tivity [76]. Nonetheless, practitioners face challenges in adopting
PaC, caused by a lack of awareness and by the complexity of trans-
forming existing policy enforcement mechanisms into PaC [76].
Furthermore, there are few academic insights into how PaC is im-
plemented and maintained in software projects. Although a recent
study investigated the policies that security scanners within Ter-
raform repositories are configured with [80], the broader landscape
of user-defined policies remains unexplored.

Addressing this knowledge gap may aid practitioners in adopting
PaC, as they often prefer to learn new technologies through the
experiences of others [59]. Moreover, as pointed out by Mazinanian
et al. [39], such knowledge gaps negatively impact researchers, who
remain unaware of the research gaps and opportunities, and tool
builders, who may benefit from empirical insights to improve their
tools. Combined, our limited understanding of how PaC is applied
in practice inhibits future adoption of PaC, as its success depends
on its ability to assist developers while reducing human effort [14].
This motivates us to conduct an empirical study into how PaC is
applied in practice, in which we aim to uncover insights into when
and how PaC is adopted in repositories, the types of policies that
are implemented, and how PaC files are maintained.

We begin our study with a preliminary question (PQ) to explore
the PaC landscape.

e PQ: Which tools are used to implement PaC? We identify
nine popular tools by analysing Internet artefacts, including OPA,
Kyverno, and Sentinel, covering a wide range of domains.
Having identified popular tools, we mine open-source software

(OSS) repositories to construct a dataset of over 10,000 PaC files

across 499 repositories. Using this dataset, we conduct a deeper

investigation into how PaC is adopted in these repositories (RQ1),
the purpose served by the policies (RQ2), and how PaC files are
maintained over time (RQ3).

e RQ1 (Adoption): When is PaC introduced and enforced?

We find that PaC is adopted throughout all stages of develop-

ment, often co-occurring with IaC tools such as Kubernetes or

Terraform. We also identify five policy enforcement strategies,

such as admission-time validation of Kubernetes resources and

run-time enforcement of access control policies.

RQ2 (Purpose): What types of policies are implemented

using PaC? We apply a qualitative analysis technique called

open coding [67] on a sample of 1,944 PaC files to construct a

taxonomy of 12 policy categories. Most policies relate to cloud

3https://www.cncf.io/projects/open-policy-agent-opa/

package kubernetes.validating.images

deny[msg]l if {
input.request.kind.kind == "Pod"

some container in input.request.object.spec.containers

not startswith(container.image, "org.internal/")
msg := sprintf("Image '%v' comes from untrusted
registry", [container.imagel)

3
Listing 1: PaC file containing an OPA policy to validate
Kubernetes container origins.

utilities, virtualisation, and security, whereas policies related to
intellectual property and expenses are rare. We find that tool cov-
erage is scattered, with most PaC tools only supporting subsets
of the policy categories.

¢ RQ3 (Maintenance): How are PaC files maintained? We
observe that PaC file maintenance is infrequent but may require
substantial changes. We also investigate the reasons why PaC
files are changed, and find that most changes are refactorings,
yet when behavioural changes occur, the policies tend to become
stricter more often than more lenient.

Contributions. This paper makes the following contributions:

e Taxonomy of PaC policies. Our taxonomy can help raise prac-
titioner awareness by providing a set PaC use cases, and can
serve as motivation for tool builders to improve PaC tools by
addressing gaps in their supported coverage.

o Reusable dataset of PaC files. Our curated dataset of over 10,000
PacC files [5] provides a foundation for future studies of PaC.

o Empirical insights into PaC adoption. Our characterisation of PaC
adoption can help alleviate the complexity of adopting PaC by
informing practitioners on when to adopt PaC and how to enforce
policies.

o Empirical insights into PaC maintenance. Our insights motivate
future research on PaC maintenance and inform organisations
of the maintenance efforts required when adopting PaC.

The dataset and analysis code for the study are available online [5].

2 POLICY AS CODE: AN EXAMPLE

PaC tools use policy engines to evaluate input data, typically speci-
fied as structured data (e.g., YAML or JSON), against one or more
policies contained in a PaC file [62]. Each policy comprises two core
aspects: its rules, often specified in a domain-specific logic program-
ming language, and the action to take when a rule is violated. To
illustrate, Listing 1 depicts a PaC file adapted from Open Policy
Agent’s playground®, containing one policy that uses the Rego pol-
icy language to secure a software supply chain by validating the
origins of containers deployed in a Kubernetes cluster. The policy’s
rule checks whether the input data is a “Pod” and whether some
container in this pod originates from an untrusted repository. If
the rule matches, the policy’s action is to deny the request with an
explanatory message.

Policy enforcement can occur at various points in time depending
on the policy and target domain. The policy exemplified in Listing 1

“https://play.openpolicyagent.org/
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is checked during deployment, i.e., when a pod is submitted to a Ku-
bernetes cluster, and aborts the deployment upon a policy violation.
Policies can also be checked prior to deployment, e.g., policies that
reason about Terraform infrastructure definitions, or after deploy-
ment, such as policies that audit an already-deployed infrastructure.
Finally, applications can apply policy checks in production, e.g., to
implement access control.

3 DATASET CONSTRUCTION

We aim to study PaC files that are representative of the wider PaC
landscape. Therefore, we first identify the most popular PaC tools
(Section 3.1) and subsequently collect and curate a dataset of their
PacC files found in OSS repositories (Section 3.2).

3.1 PaC Tool Identification

Motivation. As literature on PaC is scarce, a comprehensive overview
of PaC tools is currently missing. Therefore, we first review Internet
artefacts to identify which PaC tools are used in practice to answer
the following preliminary question:

PQ: Which tools are used to implement PaC?

Approach. To identify PaC tools that are popular in practice, we
first review a popular industry-oriented book on PaC [62] and
identify which PaC tools are described within. However, the book
may not describe all tools, nor does it provide an indication of their
popularity. Therefore, we also analyse Internet artefacts (e.g., blog
posts, tutorials) to identify tools that are often discussed online.

To collect Internet artefacts, we use Google’s search engine in a
private browsing window to avoid bias caused by browsing histo-
ries [22]. We build search queries using a search term (e.g., “policy
as code”) combined with keywords to focus the search to concrete
tools (i.e., “tool OR technology OR language OR framework OR
engine”). We start with a generic search using “policy as code” as
the search term, and note the common domains in the search results
(e.g., cloud vendors or infrastructure tools). Afterwards, we conduct
scoped searches in which we construct search terms by combining
each identified domain with “policy” or “policy as code”.

For each query, we open all results from the first page and man-
ually review their content, excluding results that are deemed of
dubious quality, irrelevant, or duplicated. We also ignore Google’s
Al summaries to avoid misinformation caused by large language
model hallucinations. From each relevant result, we extract tools
whose primary purpose is PaC. To this end, we dismiss IaC tools
(e.g., Terraform, Ansible) or infrastructure testing tools (e.g., TestIn-
fra)5. Moreover, we omit tools that are merely utilities for another
PaC tool, tools that do not support user-defined policies, or tools
that focus solely on access control policies and thus fall outside
the scope of our study, which focuses on PaC tools with broader
application domains. We iterate through the search result pages
until saturation is reached [22], i.e., when an entire page of search
results does not yield new tools. We review at least two pages of
search results for each query.

Finally, we count the number of unique sources that mention
each tool. We identify unique sources using the domain name of
the URLs, and include author names if the domain is not unique

5 Although some of these tools claim to support PaC, it is not their primary purpose.
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to one source (e.g., Medium, GitHub). Afterwards, we manually
combine sources that represent the same organisation®. We also
consider the industry-oriented book as an additional source.
Results. We conducted the searches on April 28-29, 2025. The
generic search uncovered 22 tools mentioned by 53 sources. From
these, we constructed eight additional search terms, including two
domains (Cloud and Infrastructure as Code), three technologies
(Kubernetes, Terraform, and Docker)7, and three cloud vendors (AWS,
Azure, and Google Cloud Platform). These additional search terms
led to the inclusion of 38 new sources and four new tools. In total,
we reviewed 325 (254 unique) search results, identifying 26 PaC
tools mentioned in 151 pages across 91 unique sources.

We decide to focus on PaC tools that are mentioned by at least
five unique sources, corresponding to nine tools. We selected this
threshold as it marks a point beyond which most tools are either
rarely-mentioned or nascent, therefore likely limiting their practical
adoption. Table 1 provides an overview of the selected tools and
the domain they target. The “Int.” column contains the number
of unique sources by which each tool is mentioned. We do not
discuss the remaining tools due to space constraints, and refer to
our replication package [5] for an overview.

Open Policy Agent (OPA) is by far the most mentioned tool, likely
due to its versatility and multi-domain support. We also observe
that technology-specific PaC tools are mentioned often, such as
HashiCorp’s Sentinel, which enforces policies for Terraform IaC,
and PacC tools for Kubernetes, namely Kyverno, Gatekeeper, and
jsPolicy. Numerous sources also mention Checkov, a multi-domain
security scanner for cloud configuration files that supports custom
policies written in either Python or YAML. Vendor-specific tools
that check policies for cloud infrastructures, such as Azure’s PaC or
AWS’ CloudFormation Guard, also received substantial attention
online, while Cloud Custodian, a multi-cloud alternative to these
vendor-specific PaC offerings, has received slightly less attention.

We also encountered several utilities for OPA, such as conftest,
a tool that enables practitioners to enforce policies against vari-
ous types of configuration files. We do not consider these utility
tools separately as their policies are written in OPA’s Rego domain-
specific language and are eventually evaluated by OPA itself. How-
ever, we make an exception for Gatekeeper, an OPA extension
targeting Kubernetes, as Gatekeeper’s Rego policies are embedded
within Kubernetes manifests rather than specified in standalone
files and may thus differ substantially from plain OPA policies.

PQ. Which tools are used to implement PaC?

We identify 26 PaC tools across 91 unique Internet sources. We
focus on the nine most popular tools, covering a wide range of
cloud vendors and IaC technologies.

3.2 Repository Collection and Filtering

Having identified the most popular PaC tools, we now collect a
dataset of open-source repositories that use these tools. Table 1
depicts the final size of this dataset for each considered PaC tool. A

®For instance, openpolicyagent.org, styra.com, and github.com/open-policy-agent all
belong to Styra, the creators of Open Policy Agent.

"We also experimented with other, less-mentioned technologies, such as Ansible and
Pulumi, but this did not yield new results.
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Table 1: PaC dataset overview. (Int. = Internet sources)

Tool Domain Int. Repos Files Sample
Open Policy Agent Generic 53 225 3,614 347
HashiCorp Sentinel Terraform 20 15 39 35
Kyverno Kubernetes 19 125 608 236
Checkov Generic 18 8 988 388
CloudFormation Guard ~ AWS 14 8 244 149
Azure Policy as Code Azure Cloud 14 57 3,906 350
Gatekeeper Kubernetes 13 72 852 265
jsPolicy Kubernetes 7 1 4 4
Cloud Custodian Multi-cloud 5 18 305 170
Total (Unique) 78 499 10,560 1,944

detailed overview of the evolving size of our dataset after each data
collection step is available in our online replication package [5].

3.2.1 Finding PaC Files. We use GitHub’s Code Search API® to find
PaC files in OSS repositories. For each PaC tool, we construct a
query that looks for files based on file extensions (e.g., . rego for
OPA). For tools that use generic file formats, such as YAML or JSON,
we extend the query with tool-specific keywords. To illustrate, the
query for Azure PaC searches for JSON files whose contents contain
“policyRule”. Note that for Checkov, we aim to find files containing
policy implementations and thus exclude repositories that only use
Checkov’s built-in scanning rules without defining their own, and
therefore do not implement PaC. To this end, we use two separate
queries as Checkov policies can be written in either Python or
YAML. An overview of the queries is available in our replication
package [5].

As GitHub’s Code Search is limited to 1000 results and may
produce unreliable results, such as inconsistent result counts across
pages [74], we replicate an approach applied by prior work [74].
This approach partitions the search queries based on file size until
fewer than 1000 results are returned, and retries search queries
to reconcile inconsistent results. We conducted these searches on
April 29, 2025, taking nearly 27h, and identified a total of 105,436
potential PaC files across 26,398 repositories.

3.2.2 Removing Forks. Our use of the GitHub Code Search API
already omits forks based on GitHub metadata. Nonetheless, our
dataset still contains duplicate repositories caused by forks that
are not accurately reflected in the GitHub metadata, which may
introduce bias into our results. Therefore, we remove these addi-
tional forks by grouping repositories based on their first commit
and retaining the repositories with the most stars. This removes
994 repositories and 14,483 files from the dataset.

3.2.3 Validating Files. We automatically validate each remaining
file to remove incorrectly identified files, which can occur when
file extensions are used by unrelated tools or keywords are incor-
rectly matched by the query. We also aim to remove files that,
although related to PaC tools, do not contain policies themselves
(e.g., a Kubernetes deployment for a policy engine). To this end, we
implement validators for each PaC tool.

For Open Policy Agent, Sentinel, and CloudFormation Guard,
we parse files using the tools’ official parsers and consider the file
invalid if parsing fails. We also account for special cases where

8https://docs.github.com/en/rest/search/search?apiVersion=2022-11-28#search-code

valid PaC files fail to parse, which occurs in several security scan-
ning tool repositories that use OPA policies that are parametrised
using a template language. For Azure PaC, Cloud Custodian, and
Checkov YAML policies, we check whether the JSON or YAML
data contains the elements that are required according to the tools’
documentation. For Checkov policies written in Python, we check
whether the file imports Checkov’s abstractions for custom rules.
Finally, for tools that use Kubernetes manifests, i.e., Kyverno, Gate-
keeper, and jsPolicy, we validate whether the Kubernetes manifest
contains a policy definition for the respective tool by checking the
apiVersion and kind fields.

This validation removed 21,255 repositories and 48,775 files from
our dataset. The vast majority of these were removed due to the
Cloud Custodian validation, as the GitHub Code Search query was
overly general for this tool and returned many invalid results.

Manual Validation. As the automated validation above can suffer
from false positives and false negatives, we manually review a
random sample of the retained and rejected files for each tool. We
determine statistically significant sample sizes for each sample
using Cochran’s formula adjusted for small populations [8], using a
95% confidence, 5% margin of error, and 50% estimated proportion.
Then, one author performed a lightweight manual review of each
file in each sample. For retained files, they checked whether the
file contained a policy for the tool in question, whereas for rejected
files, they checked whether the files were either not related to the
PaC tool, contained syntax errors, or lacked policy definitions.

We assessed a total of 1,923 rejected and 2,890 retained files.
Among these, we identified 27 incorrectly retained files which were
related to PaC tools but did not contain policies, and only three
incorrectly rejected files that are valid and contain policies. We
also observe that the validation was effective at removing files that
relate to PaC tools but do not contain policies. In summary, we
find that the validation achieves a remarkably low error rate and
effectively safeguards the quality of the dataset.

3.2.4 Filtering Repositories. The previous steps aimed to identify
all repositories on GitHub that use one of the PaC tools, but some
repositories may be of low quality. To remove such repositories,
we apply quality criteria suggested by prior work [1, 29]. Specif-
ically, we aim to retain (i) maintained, non-toy repositories based
on the commit count and age of the repository; (ii) collaborative,
non-personal repositories based on contributor, issue, and pull re-
quest counts; and (iii) practical repositories by omitting demo or
example repositories. However, as this is the first study on PaC,
we cannot rely on prior work to establish thresholds as they may
not be applicable to the PaC domain. After experimenting with
different thresholds, we determined that using the medians of each
metric as a minimum threshold is a simple yet effective approach.
Therefore, we remove repositories of which any metric falls under
the median value. We calculate the thresholds separately for each
tool to account for differences (e.g., age, popularity) between tools.
The exact thresholds used can be found in our online replication
package [5].

Applying these criteria removes 3,523 repositories containing
29,125 files from our dataset. Specifically, 2,099 repositories were
removed because they contain too few commits, 454 repositories do
not pass the age threshold, and, 415, 465, and 30 repositories were
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removed because of too few contributors, issues, and pull requests,
respectively. Moreover, we omit 57 repositories because their names
contain “example”, “playground”, “template”, “sample”, or “demo”,
and three repositories that became unavailable after they were first
identified. Finally, from the remaining repositories, we eliminate
any file whose path contains “test” (2,073 files) or “example” (420
files) to remove PacC files that are not used in practice. This removes
a further 127 repositories that no longer contain PaC files.

Our final dataset therefore comprises 10,560 PaC files across 499
repositories, as described in the “Repos” and “Files” columns of
Table 1. Note that a repository may use multiple PaC tools, causing
the totals to be less than the sum of the values of individual tools.

3.2.5 Cloning Repositories. We clone all 499 repositories and check
out each repository to the latest commit at the time the repository
was added to the dataset. This ensures that for subsequent analyses
the PaC files are in the state they were in when originally identi-
fied. We successfully cloned all repositories, comprising 44 GB of
compressed data.

3.2.6 Sampling PaC Files. We create a stratified random sample
of PaC files that will be manually analysed in RQ2. We determine
sample sizes for each PaC tool separately using Cochran’s formula
adjusted for small populations [8] with a 95% confidence, 5% mar-
gin of error and 50% population proportion. Column “Sample” of
Table 1 depicts the resulting sample sizes.

3.2.7 Dataset Exploration. Finally, we compute the proportion of
PaC files in each repository and find that they represent a median
of 0.65% of the files in repositories, ranging from 0.1% (jsPolicy) to
4.8% (Cloud Custodian) per tool. Nonetheless, several repositories
contain reusable PaC files and thus form outliers, with 30% to 77%
of the repositories’ files being PaC files. In terms of size, we find
that PaC files contain a median of 45 non-empty lines of code, with
78.4% of files containing less than 100 non-empty lines of code.

4 EMPIRICAL STUDY

Having collected our dataset, we now empirically explore the use
of PaC in OSS repositories. The diversity of tools highlighted in
Section 3.1 prompts us to investigate the characteristics of PaC
adoption (RQ1) and the types of policies that PaC files implement
(RQ2). Moreover, Section 3.2.7 shows that most repositories contain
a low proportion of PaC files, leading to further questions on how
PacC files are maintained over time (RQ3). This section describes
the motivation for, the approach to answer, and the findings of each

ROQ.

4.1 RQ1 (Adoption): When is PaC introduced
and enforced?

Motivation. Characterising when PaC is introduced and how poli-

cies are enforced in repositories can provide insights to practitioners

about adopting PaC. We focus on three PaC adoption aspects:

o Identifying the development stages at which PaC is first
introduced can inform practitioners about when to adopt PaC
in their own repositories.
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o Understanding which strategies are used to enforce policies,
e.g., CI pipeline jobs or run-time checks, provides insights into
how PaC can be integrated into development workflows.

e Uncovering frequently co-occurring IaC tools can aid prac-
titioners in decision-making when choosing PaC tools that fit
within their existing infrastructure deployment processes.

Approach. To analyse when PaC is first adopted in a repository, we
traverse the commit history of each of the 499 repositories in search
for the oldest commit that created any of the PaC files identified in
Section 3.2. We compute the proportion of commits that occurred
before the introduction of the first PaC file to enable comparison
across repositories with different lifespans.

To investigate which strategies are used to enforce policies, we
systematically examine the code and documentation of a sample of
repositories for evidence of policy enforcement. As this is a labour-
intensive process, we adopt a saturation sampling approach [21] in
which we first explore 50 random repositories. In each subsequent
iteration, we explore 20 more repositories until no new strategies
emerge and saturation is reached. We focus on artefacts that are
typically associated with policy enforcement, such as CI pipeline
files, Kubernetes admission controllers, deployment scripts, and
production application logic. Initially, one co-author of the paper
with nine years of programming experience applied multi-label
classification using open card sorting [6], allowing enforcement
strategies to emerge during labelling. In total, the rater labelled 70
repositories, achieving saturation after the second iteration. The
obtained strategies were discussed with a second co-author with
13 years of programming experience, who then independently la-
belled the sample of repositories anew. The raters agreed totally
on 72.9% of the repositories and partially (i.e., sharing at least one
label) on 10%. To assess the reliability of our labelling, we com-
pute inter-rater agreement using Cohen’s Kappa [9] by treating
each unique label combination as a category, and obtain a value of
0.66, indicating “substantial” agreement [33]. Finally, the two raters
resolve all disagreements through discussion.

To investigate which IaC tools co-occur with PaC usage in repos-
itories, we scan the latest version of all 499 repositories for the pres-
ence of files associated with IaC tools. We focus on widely used tools
across four categories [23, 74]: provisioning (Terraform, Pulumi,
AWS CloudFormation, AWS CDK, CDKTF, Azure Resource Man-
ager, Bicep, Vagrant), configuration (Ansible, Chef, Puppet, Salt), or-
chestration (Kubernetes), and templating (Packer). We identify these
files through naming conventions (e.g., . tf files for Terraform) and
keyword or patterns within file contents (e.g., apiVersion for Ku-
bernetes manifests). To ensure accuracy, we manually inspect a
sample of matched files for each IaC tool to validate correct identifi-
cation. We also review a sample of repositories in which no IaC tool
was detected to ensure that tools were not missed due to limitations
in the patterns. We found no evidence of either case.

Results. Observation 1. PaC is introduced throughout all
stages of repository lifecycles. The distribution depicted in Fig-
ure 1 shows that only 28% of repositories adopt PaC early (i.e.,
within the first 20% of development). Across all repositories, PaC
files are introduced after a median of 43.4% of development has
elapsed. Introduction times vary across PaC tools, with Sentinel
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Figure 1: Distribution of PaC introduction time.

Table 2: Identified policy enforcement strategies.

ID Enforcement strategy & Description (%)

ES1  Admission Time. Policies are enforced during Kubernetes admis-  34.29%
sion through admission controllers.

ES2  User-Invoked. Policy enforcement is invoked manually by devel-  22.86%
opers or operators.

ES3  Continuous Integration. PaC checks are automatically executed ~— 21.43%
as part of CI pipelines (e.g., GitHub Actions).

ES4 Event-Triggered. Enforcement occurs in response to runtime 20%
events.
ES5 Scheduled. Policies are enforced periodically via cron jobs or 5.711%

scheduled scripts.

tending to be adopted the earliest at a median of 14.5% of develop-
ment, whereas CloudFormation Guard is adopted later at a median
of 67.4% of development. However, as PaC has only recently gained
in popularity, it may have been impossible for older repositories to
have adopted PaC earlier. Nonetheless, these findings suggest that
PaC can be adopted at any stage of development, both by emerging
and mature repositories.

Observation 2. Most repositories use one of five enforcement
strategies. Table 2 summarises the identified strategies. Note that
the total frequency exceeds 100% as a repository may use multiple
enforcement strategies. We also encountered four repositories in
which we found no evidence of policy enforcement, e.g., because the
PacC files formed test data and did not follow naming conventions
that led to their removal from the dataset (cf. Section 3.2.4). We
describe each enforcement strategy below. Note that the reported
frequency is limited to the sample of examined repositories.

ES1. Admission Time (34.29% of sampled repositories). The
first enforcement strategy validates policies at Kubernetes admis-
sion time, typically using tools such as Kyverno, Gatekeeper, or
custom admission webhooks, to evaluate resource manifests as they
are applied to the cluster. For example, toboshii/home-ops’ inte-
grates Kyverno policies to reject Kubernetes resources that violate
security or resource allocation constraints.

ES2. User-Invoked (22.86%). In this strategy, policy checks need
to be manually integrated or triggered by developers or operators.
Most of the repositories using this strategy offer reusable catalogues

“https://github.com/toboshii/home-ops

of policies, such as policies that are checked as part of code analy-
sis tools. For example, conforma/policy!? provides a set of OPA
policies for a command-line tool to verify software integrity.

ES3. Continuous Integration (21.43%). Repositories using this
strategy contain dedicated CI pipelines to enforce policies on infras-
tructure or configuration files (e.g., Terraform manifests) at every
commit or pull request. For example, the GitHub Actions workflows
contained in govuk-one-login/authentication-api!! validate
Terraform files using custom Checkov policies at every commit.
ES4. Event-Triggered (20%). This strategy enforces policies in
response to specific runtime events, such as API calls or resource
modifications, and is typically observed in the context of access
control. For instance, shiblon/entroq!? integrates OPA policies
to perform request-level authorisation at runtime.

ES5. Scheduled (5.71%). The final strategy enforces policies on a re-
curring schedule through cron jobs or scheduled CI pipelines, inde-
pendent of external events. This may be useful in compliance-heavy
repositories to detect misconfigurations over time. For instance,
mitodl/ol-infrastructure!® runs Cloud Custodian checks on
an AWS infrastructure every 24 hours.

Observation 3. PaC tools often co-occur with orchestration
and provisioning IaC tools, but less with configuration or
templating IaC tools. We identify 402 repositories that use an
IaC tool alongside a PaC tool. The most frequent co-occurrences
are Kubernetes (315 repositories) and Terraform (141). Many of
the pairings are ecosystem-specific, such as AWS’ CloudFormation
and CloudFormation Guard, HashiCorp’s Terraform and Sentinel,
and Azure’s Resource Manager or Bicep with Azure PaC. Moreover,
Kubernetes-specific PaC tools (Kyverno, Gatekeeper, and jsPolicy)
appear exclusively in Kubernetes-based repositories. These patterns
suggest that PaC tools are adopted to complement their correspond-
ing IaC tools.

Overall, while we find that PaC frequently co-occurs with orches-
tration and provisioning tools, such as Kubernetes and Terraform,
we observe substantially fewer uses of PaC with configuration or
templating tools such as Ansible or Packer. Although we find 50
repositories that use Ansible alongside a PaC tool, we note that
co-occurrence does not always indicate that PaC policies relate to
the IaC definitions. Indeed, 29 repositories combine Ansible with
Kyverno, which targets Kubernetes resources rather than Ansible
scripts, and 14 repositories pair Ansible with OPA, but a manual
inspection shows that the policies rarely target the Ansible config-
uration. Moreover, Packer appears in only 11 repositories, Salt in
two, Puppet in one, and Chef in none. Although tools like conftest
and ansible-policy support PaC-based validation for such types
of IaC tools, we find little evidence of their use in practice.

WOhttps://github.com/conforma/policy
Uhttps://github.com/govuk-one-login/authentication-api
2https://github.com/shiblon/entroq
Bhttps://github.com/mitodl/ol- infrastructure
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Table 3: Example of the open coding process.

Policy Description Object Category
“Ensure that Cloud KMS cryptokeys are not anony-  crypto

mously or publicly accessible”

Security

“Produce, control and distribute symmetric crypto-  crypto-key  Security
graphic keys”

“Ensure IAM password policy requires minimum  password
length of 14 or greater”

Security

RQ1. When is PaC introduced and enforced?

PaC has been introduced throughout all stages of development,
often co-occurring with orchestration or provisioning IaC tools.
Repositories use varying policy enforcement strategies, including
at Kubernetes admission time, in CI pipelines, invoked manually
by users, triggered by events, and on recurring schedules.

4.2 RQ2 (Purpose): What types of policies are
implemented using PaC?

Motivation. While RQ1 explored the strategies used to integrate
policy enforcement in repositories, this RQ investigates which types
of policies are enforced by PaC files. An overview of the types of
policies present in real-world repositories provides insights into
the nature of policies specified by developers and the reasons why
PaC is used. We investigate two aspects:

e A taxonomy of policy categories based on the types of re-
sources they govern can inform practitioners and researchers
about the types of policies that are adopted in practice.

e The tool coverage of the taxonomy’s categories quantifies
the capabilities of PaC tools, enabling informed tool choices for
practitioners and highlighting potential gaps in tool capabilities
for researchers and tool builders.

Approach. We construct a taxonomy of policies using a qualitative
coding process. To ensure reliability and reproducibility, we apply
multiphase open coding [77], which consists of two rounds of open
coding [27, 51, 77] conducted by two co-authors, each with over
ten years of experience in software engineering qualitative analysis.
We extract the textual descriptions of all policies contained in the
1,944 sampled PaC files (cf. Section 3.2.6), yielding 3,957 policy
descriptions that we analyse in two phases.

Synchronised Open Coding. In the first round, we apply syn-
chronised open coding to the first 1,979 policy descriptions. The
two raters independently review each entry to assess (i) whether it
defines a constraint on a specific object (e.g., cloud service); (ii) the
type of object being targeted; and (iii) thematic similarities across
object types to form broader categories. Table 3 illustrates this pro-
cess. From the descriptions in the first column, we identify three
objects, namely “crypto”, “crypto-key”, and “password”, which we
grouped under the “Security” category. The two raters held weekly
discussions over two months to reconcile their findings and refine
the emerging categories. This phase achieved a Cohen’s Kappa [9]
of 0.95, indicating “almost perfect” agreement [33]. Disagreements
on 97 entries were resolved through discussion, resulting in a pre-
liminary taxonomy of 11 policy categories.

Independent Open Coding. In the second round, we analyse
the remaining 1,978 policy descriptions using independent open
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coding. In this phase, each rater labels the entries individually,
without discussion or coordination, using the criteria from the
previous phase. This round yields a Cohen’s Kappa of 0.65, which
corresponds to “substantial agreement” [33]. Disagreements on
344 entries were resolved through post-coding discussion. This
phase also identified one additional category not captured in the
synchronised round, resulting in a final taxonomy of 12 categories.

In all, after the two rounds of open coding the raters mapped
2,251 of the 3,957 descriptions to a category. The remaining 1,706
entries were too generic (e.g., “check”) to be mapped to a category.
Tool Coverage. To complement the taxonomy, we calculate the
extent to which each PaC tool covers the categories. For each tool-
category pair, we use the formula below to compute the proportion
of the category’s policies that are implemented using the tool.

# policies in ¢ implemented using ¢

Coverage(t,c) = 100% X TS
ge(t.0) Total policies in ¢

Results. Observation 4. PaC policies are primarily concerned
with infrastructures and security. Table 4 depicts our taxonomy,
showing that three categories, i.e., Cloud Util (40.38%), Virtualisa-
tion (24.97%), and Security (11.37%), account for 76.7% of all policies.
Cloud Util includes policies for resource tagging, instance provision-
ing, and serverless functions, Virtualisation concerns containers,
virtual machines, and their orchestration, and policies in the Se-
curity category enforce requirements on cryptography and access
control. Other policies target operational and development needs,
such as policies related to Monitoring, SQL database configurations,
Networking, and Software Development. We also encounter several
rare categories, such as policies that limit cloud expenses, govern
intellectual property rights, or validate policy metadata itself.
Observation 5. Tool support for policy categories varies widely.
Figure 2 presents a heatmap of tool coverage per category. Tools
such as Sentinel and Azure PaC offer broad support, covering eight
or more categories. In contrast, tools such as Gatekeeper or Cloud
Custodian offer partial or no support for less common categories,
such as SQL or Intellectual Property. Note that jsPolicy is excluded,
as none of its policies could be categorised using our method.

RQ2. What types of policies are implemented using PaC?

We identify 12 categories of PaC policies. While most policies
target infrastructure (e.g., containers, compute instances) and
security, a small fraction addresses broader needs, such as cost
limits, and IP compliance. Tool support is uneven across categories,
with stronger coverage for infrastructure-related policies.

4.3 RQ3 (Maintenance): How are PaC files
maintained?

Motivation. We aim to understand how PaC files are maintained
after PaC is adopted in real-world repositories. Our analysis focuses
on three key aspects of maintenance:

o Studying the frequency and magnitude of PaC file changes en-
ables practitioners to estimate the maintenance efforts required.

o Identifying who maintains PacC files helps understand whether
PaC maintenance requires a small group of experts or involves
most developers in a repository.
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Table 4: Taxonomy of identified policy categories.

Category (%) Definition and Sub-categories
— Infrastructure and Security Policies
Cloud Util (40.38%) Policies for cloud resources and utilities.

Sub-categories: Instance, Serverless, Tagging

Policies for virtualisation and containerisation.
Sub-categories: Container, Orchestration, VMs

Virtualisation (24.96%)

Security (11.37%)
— Operational and Development Policies

Monitoring (5.73%) Policies for logging and alerts on resource health.
Software Dev (5.64%) Policies for software development processes.
Sub-categories: Dependencies, PRs

Policies for SQL database configurations.

Policies on network settings and traffic control.

SQL (5.61%)
Networking (5.51%)
— Rare Policy Categories (<1%)

Jobs (0.31%) Policies for scheduled or batch jobs.
Config Scripts (0.31%)
Metadata (0.09%) Policies about the metadata of the policy itself.
Intellectual Property (0.04%)  Policies enforcing IP ownership and usage rights.
Expense (0.04%) Policies limiting cloud expenses.

Policies for validating IaC scripts.

100
Azure} 17.38 0 ] 100 - PO -K-P 31.45 | 29.37 | 23.44 26.51
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Figure 2: Tool coverage for policy categories. Each cell shows
the proportion of policies in that category implemented us-
ing the corresponding tool.

o Analysing the reasons why PacC files are modified offers in-
sights into the goals of PaC maintenance, e.g., whether policies
are made stricter or more lenient.

Approach. We traverse the Git history of all 499 repositories in the
dataset to collect commits containing changes to PaC files present
in the latest revision of the repository, which we refer to as PaC
commits. As we are interested in PaC maintenance, we focus on
commits that modify existing PaC files, not those that create or
delete PaC files. We also exclude merge commits, as they may
aggregate changes from other commits, including those unrelated
to PaC. This results in 6,103 PaC commits, which we subject to both
quantitative and qualitative analyses.

Quantitative analysis. As a proxy for maintenance effort, we
measure the frequency of PaC commits relative to all commits
created after PaC was introduced into repositories. We also mea-
sure the number of lines changed in PaC and non-PaC files within

Policies for confidentiality, integrity, and availability.

Example(s)

“Require compute instances use allowed machine types.”
“Check if X-Ray is enabled for Lambda”

“Ignore specific tag values during evaluation”
“Remediate privileged container violations.”

“Restrict Kubernetes deployments without namespaces.”
“Enforce VM disk usage limits”

“Ensure admin users are not tied to API keys”

“Log an alert if OSTBytesAvailable is below 15%.
“Use HTTP import to list registry modules.”
“Require two approvals for PRs.”

“Enable geo-redundant backups for PostgreSQL”
“Disable IP forwarding on network interfaces.”

“Schedule must use valid Cron syntax.”

“Use tfplan import to enforce Terraform version.”
“The display name must be under 128 characters”
“Require compliance with intellectual property rights”
“Monthly cost must be below $100 for dev team.”

PaC commits to better understand the magnitude of PaC-related
changes. Finally, we calculate the proportion of developers involved
in PaC maintenance, relative to the number of developers who
have contributed to the repository after PaC was introduced, to
understand how PaC maintenance tasks are distributed within de-
velopment teams.

Qualitative analysis. To investigate the motivation for PaC main-
tenance activities, we conduct a qualitative analysis of the changes
and messages contained in PaC commits. We construct a sample
of 363 PaC commits using Cochran’s formula with 95% confidence
and 5% margin of error [8]. Then, following a similar approach to
RQ2, two authors conduct two rounds of open coding. In the first
round, they apply open coding to 50 commits using multi-label clas-
sification, after which they reconcile their findings and refine the
labels to establish a shared understanding [38]. In the second round,
the same raters analyse the remaining 313 commits individually,
without discussion or coordination. They agreed totally on 78.3% of
the second round’s cases and partially on 1.9% of the cases (i.e., they
shared at least one label, but each also included a label the other
did not), demonstrating a substantial agreement. Cohen’s Kappa,
computed by sorting and concatenating labels into unique cate-
gories, was 0.66, indicating “substantial agreement” [33]. To resolve
the disagreements, a third author checked the conflicting cases
and the corresponding annotations, and then recommended a final
annotation. The recommendations were discussed with the first
two authors until full agreement was reached. The three annotators
have 17, 20, and 13 years of programming experience, respectively.
Results. Observation 6. In most repositories, PaC changes
constitute only a minimal fraction of overall development
activity. Figure 3 shows the distribution of PaC maintenance fre-
quency across the analysed repositories, reflecting the percentage
of commits that modify PaC files relative to the total number of
commits created after PaC was introduced in each repository. It
demonstrates a pronounced right-skewed pattern with a sharp peak
near zero. The majority of repositories exhibit very low PaC main-
tenance, with the median of approximately 2.5% of total commits.
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Figure 3: Distribution of PaC maintenance frequency.
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Figure 4: Distribution of lines modified by PaC commits in
PaC and non-PacC files.

Nonetheless, the long tail, reaching up to 70%, reveals the existence
of outliers where PaC maintenance constitutes a substantial portion
of development activity. We observe that many of these outliers
are repositories in which PaC files represent an above-average pro-
portion of all files (cf. Section 3.2.7). Specifically, in 14 of the 26
repositories in which PaC maintenance frequency exceeds 25%,
PacC files represent over 10% of all files. The high proportion of
PacC files and PaC maintenance suggests these repositories may be
compliance-heavy or provide catalogues of reusable policies.
Observation 7. PaC commits seem to involve substantial
changes to both PaC and non-PaC code. Figure 4 depicts the
number of lines changed by PaC commits, comparing between
lines changed in PaC files and non-PaC files (e.g., production or
infrastructure code). It shows that PaC commits involve substantial
modifications to both PaC and non-PaC files. PaC commits seem
to modify non-PacC files significantly more than PaC files, as the
median number of lines changed in non-PaC files is 148, an order
of magnitude higher than in PaC files with a median of around
8 lines. This suggests that PaC files are often changed as part of
larger maintenance activities, possibly with surrounding code being
modified in response to changing policies, or vice versa.
Observation 8. PaC maintenance is typically concentrated
among a subset of developers within each repository. Figure 5
shows the distribution of the proportion of a repository’s developers
that have modified PaC files. The distribution is highly right-skewed
with a median of 25%, demonstrating that in most repositories,
relatively few developers engage in PaC maintenance. While the
distribution extends from near 0% to 100%, the bulk of repositories
cluster at the lower end, with the majority having less than half of
their developers involved in PaC-related work.

Observation 9. Most PaC changes involve refactorings aimed
at improving structure without altering behaviour. When
behaviour does change, policies tend to become stricter more
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Figure 5: Distribution of the proportion of a repository’s
developers that modified PaC files.

CxPolicy[result] {
vm := input.document[i].playbooks[k].azure_rm_virtualmachine
is_linux_vm(vm)
not vm.ssh_password_enabled == false
+ not vm.linux_config.disable_password_authentication == false
result := {
"documentId": input.document[i].id,

"keyExpectedValue": sprintf("'azure_rm_virtualmachine[%s]"'

should be using SSH keys for authentication", [vm.name]),
"keyActualValue": sprintf("'azure_rm_virtualmachine[%s]' is
using username and password for authentication", [vm.namel]),

3

Listing 2: Example of a Stricter policy change'.

often than more lenient. We identified seven main reasons be-
hind PaC file modifications: Refactoring (30.9% of commits, to im-
prove structure without altering behaviour); Stricter policy (21.2%, to
tighten constraints or add checks); Bugfix (17.4%, to correct faulty or
unintended behaviour); Documentation or metadata changes (16.3%,
to update auxiliary information without affecting enforcement);
More relaxed policy (16.3%, to loosen constraints or remove checks);
Dependencies/builds (8.3%, to update tooling/versions or integration
setup); and Performance (0.6%, to improve policy efficiency). Bug
fixes were identified when the change clearly fixed an issue (e.g., a
syntax error) or the commit message explicitly indicated a bug fix.
Only 2.2% of bug fixes also made the policy stricter, and 0.6% made
it more relaxed. An example of a Stricter policy change is shown
in Listing 2, in which the highlighted condition was added to also
raise a violation if a virtual machine’s Linux-specific configuration
does not explicitly disable password authentication. This change
reflects a stricter security requirement, preventing scenarios where
password authentication remains possible even if SSH password
settings appear compliant at a higher level.

RQ3. How are PaC files maintained?

PacC files are maintained through relatively infrequent yet often
substantial code changes, primarily carried out by a subset of
developers. Maintenance activities predominantly involve refac-
toring to improve readability and maintainability; however, when
behavioural changes occur, policies tend to become stricter rather
than more lenient.

5 DISCUSSION

This section describes the implications and limitations of our study.

Yhttps://github.com/Checkmarx/kics/commit/49018ch


https://github.com/Checkmarx/kics/commit/49018cb

MSR °26, April 13-14, 2026, Rio de Janeiro, BRatién Opdebeeck, Mahmoud Alfadel, Akond Rahman, Yutaro Kashiwa, Joao F. Ferreira, Raula Gaikovina Kula, and Coen De Roover

5.1 Implications

We first discuss the implications of our findings for practitioners,
researchers, and PaC tool builders.

5.1.1 Implications for Practitioners. Our findings motivate earlier
and wider adoption of PaC in practice. Observation 1 shows that
PaC can be integrated at any point in development, while Observa-
tions 6 and 8 suggest that PaC files require minimal maintenance
by few developers once introduced. Therefore, emerging projects
may benefit by adopting PaC to enforce compliance and security
best practices early on, while maturing projects could implement
PaC to tackle growing operational complexity.

Our results may also help practitioners who are adopting
PaC. The taxonomy of policy categories constructed in RQ2 pro-
vides a set of use cases to consider for a project, ranging from
common categories related to infrastructure and security to rare
categories, such as intellectual property and expenses (Observation
4). Observation 2 furthermore provides several enforcement strate-
gies that practitioners can replicate. Our insights can also serve as
a reference point for practitioners to assess their PaC usage against
the state of the practice, e.g., by comparing their maintenance fre-
quency or the types of policies implemented. Finally, our results can
support practitioners in deciding which PaC tools to adopt, with
Observation 3 highlighting PaC and IaC tools that are commonly
used together, and RQ2 mapping tool support for each policy cate-
gory. For instance, Observation 5 shows that Microsoft Azure’s PaC
solution may be an attractive option for organisations that wish to
cover a wide range of policy categories.

5.1.2  Implications for Researchers. The mapping of policy descrip-
tions to categories constructed for RQ2 provides the foundation for
future research on automated policy generation. For example, re-
searchers could use the mapping to construct generative Al models
to automatically create policies for a given tool and category. This
mapping can also be extended into a benchmark to evaluate models
on their policy generation capability. Moreover, Observations 7 and
9 revealed that changes to PaC files may impact a large amount
of code, with most changes involving refactorings. Researchers
could use our labelled dataset of PaC changes to further study and
automate refactoring operations on PaC files.

5.1.3  Implications for Tool Builders. Our results reveal several gaps
in the capabilities of current PaC tools. As shown in Observa-
tion 3, while infrastructure provisioning and orchestration appear
to be widely covered by PaC tools, we find little evidence of PaC files
that enforce best practices in configuration management or server
templating scripts. Observation 5 also reveals gaps in tool coverage
of the different policy categories. These findings may motivate PaC
tool builders to expand the capabilities of their tools. Finally, our
taxonomy may serve to motivate new PaC tools covering domains
not contained in the taxonomy, such as (generative) Al models.

5.2 Threats to Validity

We summarise the threats to validity of our findings as follows.
Conclusion Validity. The results of our manual analyses are lim-
ited to the sampled PaC files and repositories, and may be influenced
by the omission of other PaC files. We mitigated this threat by us-
ing representative samples, determined using Cochran’s formula

or saturation sampling. Furthermore, as policy descriptions may
not always suffice to determine a policy’s category, we may have
missed categories that only become evident at run-time.

Construct Validity. Our data is mined from open-source reposito-
ries, which may raise quality concerns. We mitigated this threat by
applying established filtering criteria to retain high-quality repos-
itories. Furthermore, the use of automated tools to identify PaC
and IaC files may lead to misclassifications, which we mitigated by
conducting a comprehensive manual review of the classifications.
Moreover, manual labelling during the qualitative analyses may
introduce subjective bias, which we mitigated by using multiple
labellers and calculating inter-rater agreement scores. Finally, we
acknowledge that the presence of repositories offering reusable
catalogues of policies (cf. Section 3.2.7) may influence our find-
ings. However, we explicitly discuss such repositories in RQ1 and
RQ3, whereas in RQ2, we argue that they help to provide a broader
perspective of policy purposes.

Internal Validity. For RQ3, we assume that commits represent
distinct development activities. Nevertheless, it is possible that com-
mits mix PaC and non-PaC development, which we mitigated by
omitting known problematic commits (e.g., merge commits). More-
over, during our subsequent manual commit analysis, we found
no evidence of systematic problems that could invalidate our find-
ings. Similarly, in RQ1, the co-occurrence of an IaC and a PaC tool
may not imply causality, which we mitigated by reviewing dubious
cases.

External Validity. The results presented in this paper are obtained
from open-source repositories on GitHub and may not generalise to
proprietary PaC projects. Furthermore, our findings are limited to
PaC tools that are often mentioned online and may not generalise
to other PaC tools not considered.

6 RELATED WORK

Infrastructure as Code. PaC is closely related to IaC, which has
been studied extensively in recent years [7, 53]. Researchers have
studied several aspects of IaC development, including maintainabil-
ity [10, 13, 31, 43, 46, 68, 70, 79], defect prediction [11, 12, 50, 58],
testing [57, 73], and dependencies [42, 45]. Prior work has also
empirically studied the occurrence of defects [17, 26, 52, 57, 84] and
proposed approaches to detect them [24, 28, 69, 75]. Numerous stud-
ies have also investigated security in IaC scripts, from taxonomies
of security weaknesses for various IaC tools [54-56] to the identifi-
cation of new types of weaknesses [32, 34, 63] and improvements
to weakness detection techniques [44, 65, 66].

While IaC has been studied extensively, we observe a lack of
research studying PaC due to its nascency. IaC-related findings are
also not directly applicable to PaC, which governs various opera-
tional aspects, including, but not limited to, infrastructures. The
only existing research related to PaC is by Verdet et al. [80], who
derived a taxonomy of security policies offered by built-in checks of
two security scanning tools, including Checkov, and studied their
adoption in Terraform repositories. In contrast, our paper derives
a more general taxonomy of policies beyond security and stud-
ies their adoption and maintenance across the wider PaC domain,
covering nine popular PaC tools.
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Policy Analysis in Software Engineering. As policies have numer-
ous applications in software engineering, researchers have pro-
posed several techniques to analyse them. Examples include tech-
niques to assess adherence to policies, particularly privacy policies,
in mobile apps [3, 4, 15, 37, 72, 82, 86], mini apps [35], and voice as-
sistants [36, 83], as well as policy generation [85], analysis [30, 71],
and visualisation [48]. Others have synthesised policy-related guide-
lines for practitioners [25, 47, 81]. Researchers have also proposed
detection and repair techniques for access control policy violations
in cloud-based services [16, 18, 19]. Our study differs from this prior
research, as we focus on PaC, a practice to implement and enforce
policies through codified checks, rather than policies in general.

DevOps. Researchers have conducted numerous studies on De-
vOps, concerning aspects such as leadership [49], adoption bar-
riers [78], implementation-related challenges [64], quality assur-
ance [2, 40], and security best practices [60, 61]. While organisations
report positive experiences with DevOps, there is a notable lack
of quantitative data supporting these claims [20]. As PaC is an
under-explored yet important DevOps practice, our study of its use
in practice contributes to addressing this knowledge gap.

7 CONCLUSION

This paper presented an empirical study of Policy as Code (PaC),
an emerging DevOps practice to enforce policies using declarative
code. We collected a dataset of over 10,000 PaC files from 499 open-
source repositories spanning nine PaC tools. We found that PaC
is introduced at all stages of repository lifecycles, and observed
five enforcement strategies used in practice. From a qualitative
analysis of 1,944 PaC files, we constructed a taxonomy of 12 policy
categories, ranging from infrastructure and security constraints to
intellectual property and expense requirements. By analysing the
change histories of all repositories, we found that PaC file main-
tenance is infrequent, but that changes may be substantial, with
most changes involving refactoring. Our findings motivate wide-
spread and earlier adoption of PaC. Supporting this, our taxonomy
of policy categories, catalogue of enforcement strategies, and in-
sights into PaC tool capabilities can inform practitioners on how to
integrate PaC in their projects.
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